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Effect of Baseband Impedance on
FET Intermodulation

James Brinkhoff, Sudent Member, |EEE, and Anthony Edward Parker, Senior Member, |EEE

Abstract—The intermodulation performance of an FET in the
common-sour ce configur ation is dependent on theimpedance pre-
sented to its gate and drain terminals, not only at fundamental,
but also at harmonic and baseband frequencies. At baseband fre-
quencies, these terminating impedances are usually deter mined by
the bias networks, which may have varying impedance over the
frequencies involved. This can giveriseto asymmetry in two-tone
intermodulation levels, and changing intermodulation levels with
tone spacing, as previousstudieshave shown. I n thispaper, an FET
isanalyzed to gain an under standing, useful to thecircuit designer,
of the contributing mechanisms, and to enable the prediction of
bias points and the design of networks that can minimize or max-
imize these effects. Compact formulas are given to facilitate this.
An amplifier wastested, showing good agreement between thethe-
oretical and measured results.

Index Terms—FET amplifiers, impedance, intermodulation
distortion, nonlinear distortion, Volterra series.

|I. INTRODUCTION

ANY STUDIES have reported that the intermodulation

performance of an FET amplifier isaffected, not only by
the impedance presented to the device at the fundamental and
higher harmonic frequencies, but also at baseband frequencies.
The baseband frequencies are those of the modulating signals
and, in a multicarrier system, the difference frequencies. The
impedance at these low frequencies, hereafter called the base-
band impedance, is usually determined by the bias networks.
These create time constants in the circuit that are much larger
than the period of the microwave carriers being amplified.

The baseband impedance may cause the intermodulation
levels to be higher or lower, or even cause an asymmetry
between the upper and lower intermodulation levels [1]-{3].
These effects are also observed in amplifiers operating under
digital modulation schemes so that, for example, upper and
lower adjacent channel power ratio (ACPR) measurements are
sometimes observed to be different [4]. These phenomena are
attributed to alow-frequency memory effect.

Other mechanisms leading to memory effects are tempera-
ture variation [5], [6] and trapping [7], which also may lead to
changing intermodul ation characteristics over the modulating-
signal bandwidth. These effects result in ambiguity in speci-
fying the linearity of an amplifier using atwo-tone test. Thisis
dueto the distortion levels changing for different tone spacings.
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For example, the intermodul ation intercept point measured with
atone spacing of 10 MHz may be significantly different from
that measured with a spacing of 100 kHz. Possibly, manufac-
turers should give the intercept-point specificationsfor avariety
of tone spacings spanning the bandwidths of interest. The upper
and lower distortion products also often have different levels
(are asymmetric), leading to the question of which value should
be used.

Furthermore, memory effects in power amplifiers lead to
difficulty in designing effective and wide-band predistortion
linearizers [3]. They also make the extraction of a simple
and accurate behavioral model for use in system simulation
difficult because the familiar AM/AM and AM/PM single-tone
characterizations do not account for long time constants. Much
work has recently goneinto producing accurate power-amplifier
models that account for memory effects [8], [9].

The effects of the bias networks on intermodul ation have been
simulated using the harmonic-balance method and verified by
measurement [2]. Harmonic balance allows simulation of com-
plex circuits under different operating conditions, however, it
does not provide an analytical understanding of the mechanisms
contributing to the intermodulation. A pioneering paper [1] that
provides an understanding of the effect of baseband impedance
on intermodulation uses a small-signal Volterra-series analysis
[10] of asimple single-node circuit. This gave conditions under
which the intermodulation levels would be asymmetric. While
leading to useful conclusions, it is based on a nonlinearity that
is dependent on only one signal. This was extended to con-
sider large-signal effects in two-tone and multitone situations,
useful for power-amplifier design [11]. The simulation used
the same single-node circuit and, in addition, the Volterra non-
linear transfer functions of an FET and bipolar junction tran-
sistor (BJT) circuit were considered. M easurements were given
and shown to agreewith the qualitative predictionsgiven for real
MESFET and BJT amplifiers. The study dealt comprehensively
with distortion sideband asymmetry. The overall changein both
intermodulation products with baseband impedance still needs
to be considered.

This paper considers the Volterra-series analysis of an FET
biased in the saturation region, with nonlinear gate—source ca-
pacitance and drain current. The analysis considers terms up
to the third order, hence, the results are valid for an amplifier
driven into weak nonlinearity. All measurements are performed
with the power levels less than 10 dB below the 1-dB com-
pression point for the device. Closed-form functions predicting
distortion levels are derived, which provide a qualitative under-
standing of the effects. These functions are not complicated, but
are able to predict the distortion accurately. Hence, they should
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Fig.1. FET circuit usedin Volterraanalysis. Notethat the drain current source
i4 includes transconductance, drain conductance, and cross terms, asin (1).

be useful in circuit design. The analysis considers an arbitrary
input and output impedance and their effect, not only on asym-
metry between intermodulation levels, but also on changes in
the absolute intermodulation levels with difference frequency.
This gives an understanding of the mechanisms that contribute
to dependence of third-order distortion on baseband impedance,
and enables prediction of bias regions and impedances that will
minimize the dependence. The distortion of a pseudomorphic
high electron-mobility transistor ((HEMT) amplifier was mea-
sured and compared with simulations using the derived equa-
tions, which confirmed the theory.

II. FET CIRCUIT ANALYSIS

In the analysis of acommon-source FET operating in the sat-
uration region, it is usua to consider two nonlinearities. The
most significant is the drain current, controlled by the gate v,
and drain vq signa voltages. The second is the gate-source
nonlinear capacitance, controlled only by the gate voltage [12].
These give signal currents through the drain and gate, respec-
tively, which can be written in a Taylor-series expansion to the
third order as

. 2 2
2qd :Grnvg + Gysvg + GrnQUg + Gnldvgvd + GdQUd

+ Gnl3vg + Gnl?dvévd + GnldQUgvg + Gd3v<3l (1)

Cd
i = (Cont + Con G @

where the Cy, terms, defined in [12], and the G terms, defined
in [13], are constants that vary with bias.

The circuit used in the analysis is shown in Fig. 1. Notice
that the gate—drain capacitance is not included. This was found
through simulations to have a negligible effect on the distor-
tion results presented here. The drain—source capacitanceis usu-
ally very small, but could be included in the load impedance if
needed. Extrinsic elements can be accounted for in the load or
source impedances as necessary. The gate is driven by a source
v With a series frequency-dependent impedance Z(w). The
drain is connected to afrequency-dependent impedance Z,(w).

The analysis proceeds by finding v, asafunction of v, using
a Volterra series involving Z, and .. This yields the first-,
second-, and third-order nonlinear transfer functions. vq isthen
found as a function of v, in terms of Z4 and ¢4, again giving
three nonlinear transfer functions. The overall transfer functions
between v, and v, are derived by combining the two sets of
functions using a similar method to that proposed in [14]. In
this case, however, the analysis is extended to consider distor-
tion at all freguencies including baseband, instead of just the
in-band products close to the carrier frequencies. The fact that
out-of-band products are considered and found to contribute
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to in-band distortion leads to the prediction of low-frequency
memory effects impacting on carrier-frequency distortion.

The result is a set of large equations for the intermodula
tion-distortion products, similar to those in [11], which can be
simplified. A number of termswere found to beinsignificant in
predicting intermodulation levels at the frequencies used here
and at the bias conditions of interest. These included terms that
depend on the second- and third-order gate-source capacitance
nonlinearity Cgso and Cig3. However, it was found by simula-
tion that these terms may need to be included in the model to
accurately find the difference in level between the lower and
upper intermodulation products at high frequencies.

If the lower and upper input tones, respectively, are at w; and
w2, then the lower and upper intermodul ation productswill be at
2w1 —ws and 2w, —w1 . The second-order differencefrequencies
at +(wo — w1 ) arethe termsthat could create amemory effect.
It is often assumed that the bandwidth, or frequency difference
between input tones is small compared to the midband carrier
frequency w. sothat w, ~ w; ~ wy & 2w; — wo & 2wy —
w1. In some cases, this narrow-band approximation is not valid,
as is observed in Section 111-B. The full frequency-dependent
equations for intermodulation are given in the Appendix.

Assuming that the input tones and intermodulation are at fre-
quency w, and that Cye2 and Cye3 can beignored, the equations
for the intermodulation levels simplify to

Vas(2w1 — wo) =V2Z(we)r?r™ (coZo(wl — wa)
+c + CQZO(2CUC)> 3
Vs 2wz — wy) :VS?’ZO(wC)TQT* (C()ZO(CUQ —wy)

o+ eaZo(20.) (8

where
A=-G,Z,(w.) (5)
1
- 6
! 1 +‘jwcCg51Zg(wc) ( )
_ Za(w)
o(w) _1 + GdZd(UJ) (7)
1 1 N N
Co 25 (GrnQ + QGnld(A + A ) + GdQAA )
X (Grnd + 2Gd2A) (8)
3 1
i = — Z (Grn?) + gGrnQd(2A + A*)
1
+ 5 Gmaa (2447 + 47) + GdgAQA*) )
1
Co :Z (GrnQ + GrndA + Gd2A2) X (Grnd + ZGdQA*)

(10)

The term A is the linear gain at the fundamental frequency
w.. The term r is a pole due to the gate-source capacitance
that reduces the levels and alters the phase of the intermod-
ulation levels at high frequencies. The asterisk * denotes
a complex conjugate, which, in this case, corresponds to
negative frequency. The effective linear drain impedance is
GiZa(w) = Z,(w). Note that o, c;, and ¢, change with



BRINKHOFF AND PARKER: EFFECT OF BASEBAND IMPEDANCE ON FET INTERMODULATION

Real termination

at o and 20 ”
/Ky
0.0 7 \ "
N K p
2
[
{ o4
k=)
[
£ Ci | /|
om.p e).< K d
termination at ® and 2w /
e Resultant IM
Components
0.0 Real

Fig. 2. Example vectors of the lower (K. + Kq) and upper (K. + K})
intermodul ation products for real and complex high-frequency terminations.

bias and with output impedance at w., but are independent of
the difference frequency. The intermodulation dependence on
third-order nonlinear terms is attributed to c;. Intermodulation
caused by second-order terms is attributed to ¢»Z,(2w..) and
coZ,(wy — we), which involve impedances at the sum and
difference frequencies.

The only difference between the expression for lower (3) and
upper (4) intermodulation products is the presence of Z, (w; —
w2) inone and its conjugate Z, (w2 — w1 ) inthe other. Z,(wy —
we) isthe only term in (3) that will change with the difference
frequency asit is determined by the baseband impedance at the
drain terminal. It is also the term that could cause a difference
between the upper and lower intermodulation level s because the
imaginary partsof it and itsconjugatein (4) are oppositein sign.

These results can be visualized using a vector diagram of the
summation in (3) and (4). Notethat K. = ¢; + 2 Z,(2w..) will
be complex if the drain termination is complex at the funda
mental or higher harmonic frequencies. The terms dependent
onthedifferencefrequency aredefinedas Ky = ¢o 7, (w1 —w2)
and K = coZ,{w2 — w1). Thus, the lower intermodulation
product is proportional to K. + K, and the upper product is
proportional to K. 4+ K. The vector diagram shown in Fig. 2
illustrates the situations for two different drain impedances.
The vectors Ky and K change with the baseband impedance.
This leads to the intermodulation levels varying with different
tone spacings. If the termination is real at the fundamental and
second-harmonic frequencies, K. will be at the same angle
as ¢, thus, no asymmetry will be noticed. If the termination
is complex, the imaginary parts of Ky and K will add to or
subtract from the imaginary part K. so that the upper and lower
intermodulation products will have different magnitudes.

A number of predictions and observations are possible from
the above results.

1) The variation of intermodulation with baseband
impedance is dependent on the second-order drain—cur-
rent nonlinearity. To correctly simulate the effect of
memory on intermodulation, a model is needed that
accurately predicts the second-order transconductance
G2, drain conductance G2, and crossterm G, in (8).

2) Itispossibleto select abias point and/or drainimpedance
suchthat ¢g in (3) and (4) isminimized and, hence, the de-
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pendence of the intermodulation on baseband impedance
IS minimized.

3) Design for minimal intermodulation distortion can be at
the expense of intermodulation dependence on baseband
impedance. This is not the case if the third-order terms
in the drain—current nonlinearity mask the second-order
terms because c¢; will dominate over ¢, in (3) and (4).
However, many power-amplifier designs bias the tran-
sistors to the points of lowest intermodulation, typically
where GG,,3 =~ 0. Thiswill aso be the point where the
second-order effects are not negligible in comparison
with the third-order ones. Thus, K. will be of compa
rable magnitude to K,y and Kj. This is a reason why
large intermodulation changes and differences between
upper and lower levels are often observed in lower
intermodulation amplifiers.

4) It isthe impedance of the drain termination at the differ-
ence frequency Z,(w; — w2) that has the dominant ef-
fect, whereasthe baseband impedance of the gate network
does not have such a significant impact.

5) The intermodulation level will change with the differ-
ence in frequency between the two tones if the baseband
impedance changes with difference frequency. This re-
quires careful consideration of the frequency spacing for
intermodulation testing because the intercept point can
vary widely depending on the tone spacing. Also, using
devices such as dc blocks at the input of a spectrum an-
alyzer can significantly change the baseband impedance
presented to the output of the device-under-test, and give
uncharacteristic results to an intermodul ation test.

6) The memory effect can be reduced if the baseband output
impedance does not change over the desired bandwidth of
operation. An obvious design that will set ¢ Z,, (w; —w2)
in (3) to zero isonein which Zj(w; — wz) = 0 over the
baseband frequency range. This range must encompass
the bandwidth of broad-band signals or the maximum
frequency separation in a multicarrier amplifier. Thus,
this design goal may not be possible in modern commu-
nication systems where large amplifier bandwidths are
required.

7) A difference in the intermodulation levels will be ob-
served if al three of the following conditions hold; they
are similar to those found in [1] for asimpler system:

» Thethird-order termsin the drain—current nonlinearity
do not mask the second-order terms, i.e., ¢; in (3) and
(4) does not dominate.

* Thereis an imaginary component not much smaller
than the real component in the impedance presented to
thedrain at either the fundamental or second-harmonic
frequenciesand, hence, K. = ¢;+¢2Z,(2w.) inFig. 2
has an imaginary component.

* The baseband impedance 7,(w; — ws) has an imagi-
nary component not much smaller than the real com-
ponent. Inthis case, theimaginary partsof K4 and K
in Fig. 2, which are opposite in sign, will add to and
subtract from the imaginary part of K.

This analysis has investigated the effect of baseband
impedance for the simple case of two-tone intermodulation.
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Fig.3. Measured K4/ K. variation with gate biasfor an ATF-35143at Vp, =
2 V.

However, it is clear that the observations above will be true
for more complex modulation schemes [4] so it should be
possible to apply the same rules to predict the role of baseband
impedance on the ACPR and the asymmetry between the upper
and lower ACPR [11].

I11. EXPERIMENTAL APPLICATION

A simple amplifier using an Agilent ATF-35143 packaged
pPHEMT was constructed to verify the above analysis. The am-
plifier was operated in a 50-2 system, with a simple LC bias
network on the gate and drain of the device.

The Taylor-series coefficients of drain current in (1) were ex-
tracted from the device using the two-tone distortion method
proposed in [15]. They were extracted over gate biasesfrom —1
to 0 V using frequencies of 50.5 and 70.5 MHz. The tones were
low enough in frequency that device capacitance was insignifi-
cant. The frequencies of the tones, as well as the difference fre-
guency, were chosen to be abovethe corner frequency of the bias
network and any other large frequency-dispersive effectsin the
device such as trapping and thermal effects. The bias network
consisted of a4.7-x:H inductor and a 1-nF capacitor. When this
isterminated in 50 €2, the impedance presented to the transistor
by the network is approximately 50 2 at and above 20 MHz.
Thisis above the frequencies of any expected dispersion in the
deviceat thedrain biasof 2V [7]. All measurements were made
with an input power at —16 dBm per tone. This ensuresthat the
device is operating in the weakly nonlinear region.

A. Effect of Gate Bias

Using the extracted Taylor-series coefficients, it is possible
to predict the bias points where the baseband impedance at the
drain terminal will have little effect. By examining (3) and (4),
it can be seen that the baseband output impedance Z, (wy — w»)
ismultiplied by cq. The coefficient ¢ and, hence, K4, will vary
with biasbecauseit isdependent on the second-order drain—cur-
rent nonlinearities, as seenin (8).

Fig. 3 shows the variation, as a function of gate bias, of
K4/K., whichistheratio of theintermodulation dependent on
the baseband impedance to that dependent on high-frequency
impedance. The drain impedance was set at 50  for the
purpose of this comparison. Near Vo = —0.6 V, K /K, hasa
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maximum, indicating that the baseband impedance will have
asignificant impact at this bias. At Vo = —0.3V, Ky4/K. is
0. As Vi — 0V, the coefficient becomes increasingly nega-
tive. Therefore, it would be expected that the baseband drain
impedance would have very little effect on the intermodulation
near Vo = —0.3 V, but alarge effect on either side of this bias.

Shown in Fig. 4 are the measured and modeled intermodu-
lation levels as a function of difference frequency for the three
above-mentioned gate bias points. The simulated intermodula
tion is calculated using (3). The same level is predicted by (4)
because K. isreal for the 50-§2 high-frequency impedance, thus,
no asymmetry exists between the lower and upper intermodul a-
tion levels. The measurements confirmed that the magnitudes
of the lower and upper intermodulation levels essentially were
equal, thus, only the lower-frequency level is shown. The pres-
ence of memory effectsisseenin Fig. 4 aseither peaksor nulls,
based on the sign of K4/K., as would be expected from (3).
The Vi, = —0.3 V bias, where K4/ K, = 0, canbe used if itis
important that the intermodulation characteristics are free from
memory effects. However, note that other bias points produce
lower intermodulation levels over certain ranges of difference

frequency.

B. Effect of Drain Impedance

The experimental amplifier was tested with a number of bias
networks to investigate the relationship between the intermod-
ulation level and drain impedance Z, at fundamental and har-
monic frequencies. Described here are the results with a red
termination at fundamental and higher frequencies and the re-
sults with a complex termination at these frequencies.

Initialy, the same bias network was used asin the above char-
acterization procedure. A plot of the real and imaginary com-
ponents of Z, presented by this network at the frequencies of
interest is shown in Fig. 5. The impedance at the fundamental
frequency of 50 MHz isreal. It isalso rea at higher harmonic
frequencies. Therefore, no asymmetry in the intermodulation
tones is expected because K. (asin Fig. 2) is redl. It can be
seen that the baseband impedance changes markedly between
1-10 MHz. Below these frequencies, it presents a short circuit
to the device; at higher frequencies, it is 50 €. Therefore,
the intermodulation levels would be expected to change for
tone difference frequencies in the 1-10-MHz range. This was
confirmed in Fig. 4.

Initially, a bias-dependent large time constant in the power
supply was not adeguately bypassed and led to poor agreement
inresults, i.e., theimpedance of the power supply is significant.
This problem was eliminated and the measurements and sim-
ulations are in close agreement, the error between them being
lessthan 1.1 dB for difference frequencies greater than 10 kHz.
Below 10 kHz, there is a rise in the intermodulation levels,
which may be due to the thermal effect [5]. Most importantly
for this study, the simulated distortion does predict the location
and direction of the peaks and nulls in the distortion caused by
the external baseband drain termination. The peaks and nulls
occur at around the difference frequency, where the baseband
bias network impedance is changing.

For a second experiment, the bias network on the drain
termina was modified to provide an imaginary termination
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Fig. 4. Distortion measurements with rea Z, at fundamental and higher
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at the fundamental and second harmonic frequencies. The
drain-bias capacitance was changed to 54 pF to achieve this.
The impedance variation of theresulting 7, isshown in Fig. 6.
The imaginary component of the impedance is comparable to
the real component at the fundamental frequency of 50 MHz
and, hence, K. is complex. Therefore, asymmetry in the inter-
modulation tones is possible when the baseband impedance has
a significant imaginary component, which occurs at approxi-
mately 10 MHz. Thisis confirmed in aplot of the differencein
intermodulation levelsfor Vo = 0V (see Fig. 7). The assump-
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tion that w. ~ w; = w-, in (3) and (4) does not give accurate
results for the simulated difference in third-order levels in
this case. This is because the terminating impedance is quite
different at the fundamental and intermodulation frequencies
for large tone spacings. Therefore, the full frequency-dependent
equations given in the Appendix are used. The ssimulated and
measured results agree fairly closely (see Fig. 7).
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At higher frequencies, device capacitance and parasitic
inductance and capacitance become significant. These were not
modeled in this study. However, a graph of the measured upper
and lower intermodulation levels with the lower fundamental
tone at 2.4 GHz is shown in Fig. 8. This can be compared with
the 50-MHz measurement at the same bias point in Fig. 4(a).
The bias-network impedance in both cases is as shown in
Fig. 5. The general change in intermodulation level occurs at
the same difference frequency for both the low and microwave
frequency measurements. This shows the general phenomenon
of the change in intermodul ation due to the bias network. Note
that, at 2.4 GHz, there is now an asymmetry in the upper and
lower levelsdueto K. nolonger being real. Thisis because the
reactive elements become significant at microwave frequencies.
Measurements were also carried out at Vo = —-0.3 V and
Vo = 0 V. These showed the same dependence on bias as
observed in the lower frequency measurements. In particular,
there was little evidence of a memory effect at Vo = —0.3 V
(see Fig. 4).

IV. CONCLUSION

This paper has demonstrated the dependence of intermodul a
tion on an FET’ s baseband terminating impedance. An analytic
closed-form equation has been derived to predict the third-order
intermodulation products, and has been shown how to accu-
rately predict measurements of an amplifier. This equation
included the effect of baseband impedance. It is possible to
predict bias points and design the networks such that inter-
modulation’s dependence on memory effects can be optimized
across the bandwidth of an amplifier. To do this, an accu-
rate model of the FET is needed that correctly accounts for
the drain—current nonlinearity dependence on gate and drain
voltage, including mixing or cross terms.

APPENDIX

When the frequency separation in a two-tone intermodula-
tion test is not small, the assumption that w, ~ w; = ws IS
no longer valid. In this case, (3) and (4) may not give accurate
results because the terminating impedance at w; may be signif-
icantly different from the impedance at w». This was noted in
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Section 111-B. The equation for intermodulation level that does
not use the above assumption is

va3(2w)p — wy) = USZO(Z“JP - wq)7’2(wp)7’(_wq)

X (coZo(wp —wy)t e+ e, (ZwP))

(11)
where
] _ 1
rw) = 14 jwCys1 Zg(w)
_ Za(w)
2e(@) = G Za(w)

Alw) = - GpnZ,(w)

co :% [GmQ + %Gmd(A(wp) + A(—wy))
+ G A(wy)A(=w,)| | Gima +2Gar Alwy)|
¢ =— g[Gmg + %Gde(2A(wp) + A(—wy))
+ 2 Ginaa (24005 A ) + A%(s,)
+ Gas A3 (wp) A(—wy)]
o :i Gz + GunaAwy) + G A%(wy)|

X [Gmd n 2Gd2A(—wq)} .

Assuming that w; < ws, the lower intermodulation product is
calculated using p = 1 and ¢ = 2. The upper product is calcu-
lated withp = 2 and g = 1.
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